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Twins

Crystal domains:

- Same symmetry 
- Same atomic structure
- Different orientation



Epitaxial growth of oxides

Pulsed  Laser Deposition



Epitaxial strain and domain formation

D. Shilo et al., 
Nature Materials (2004)
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Engineering nanodomains

TEM
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G. Catalan, BN et al., Nature Mat. (2011)

Avoiding defects (T>Tc)  highly periodic domain arrays (T<Tc)



Domain formation in ferroic materials
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Engineering strain gradients

G. Catalan, BN et al., Nature Mat. (2011)



Engineering strain gradients

Induced Flexoelectric Polarization

G. Catalan, BN et al., Nature Mat. (2011)
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polarization,  P , induced by the two effects can most simply be 

described as:

 
Pi = di j kσj k + µ i j kl

∂ε j k

∂xl   
(1)

   

where  d ijk  ,   s  jk  ,   m  ijkl  ,   e  jk  , and  x l   are the piezoelectric constant, 

applied stress, fl exoelectric constant, strain, and position 

coordinate, respectively. [  27  ,  31  ]  As indicated in  Equation 1 , the 

piezoelectric effect associates the mechanical stress with the 

polarization, while the fl exoelectric effect relates the strain gra-

dient to the polarization. The piezoelectric effect can only be 

observed in the 20 non-centrosymmetric crystal point groups, [  32  ]  

while the fl exoelectric effect can exist in all 32 point groups. 

That is,  d  is zero for all groups containing inversion symmetry. 

The universality of the fl exoelectric effect comes from the fact 

that inversion symmetry is disrupted by a strain gradient. [  33  ]  

Clever materials engineering can also lead to rational symmetry 

breakage, for example, in designing piezoelectric graphene. [  34  ]  

In centrosymmetric materials for which piezoelectric effects are 

absent,  Equation 1  simplifi es to:

 
Pi = µ i j kl

∂ε j k

∂xl  
 (2)

    

 The fl exoelectric effect in crystalline materials was further 

studied in the 1980s by Tagantsev. [  35  ,  36  ]  In Tagantsev’s phe-

nomenological studies, it was found that the fl exoelectric coef-

fi cient scales with the dielectric susceptibility of the material, 

according to

 
µχ̃

e

a   
(3)

   

where  e  is the electron charge and  a  is the lattice constant. 

According to a rigid ion model used in Tagantsev’s studies, 

several factors contributed to the induced response, including: 

(1) static bulk fl exoelectricity, (2) dynamic bulk fl exoelectricity, 

and (3) surface fl exoelectricity. However, Resta found that the 

dynamic contribution due to the long-wavelength phonons was 

found to be the same as the bulk contribution. [  29  ]  In addition, 

in Resta’s simple elemental cubic model, for centrosymmetric 

materials there is no surface contribution from the non-zero 

quadrupole moment associated with ions that reside in the thin 

surface layer, as suggested by Tagantsev. Yet, the existence of 

surface contributions in more complex crystals remains unclear. 

Nevertheless, it has been experimentally confi rmed that the 

fl exoelectric effect scales with dielectric susceptibility. [  33  ,  37  ,  38  ]  

 Despite being a more general phenomenon than piezoelec-

tricity, fl exoelectricity was not observed in crystalline materials 

until decades after its introduction in the 1960s. The reason 

can be understood by considering the following argument. 

For ordinary dielectric materials, the electromechanical cou-

pling of the fl exoelectric effect is   m   »  e/a   »  10 2  pC/m, while 

high-performance piezoelectric crystals such as lead zirconate 

titanate (PZT) and barium titanate (BT) possess piezoelectric 

coeffi cients on the order of 10 2  pC/N. [  39  ]  Qualitatively speaking, 

these coupling coeffi cients are of the same magnitude, but 

notice the difference in units. Without introducing permanent 

plastic deformation to a material—which are typically brittle 

crystals anyway—large strain gradients cannot be imparted in 

the macroscopic materials. By contrast, it is comparatively less 

 2.1. Mechanism of Flexoelectricity 

 Inspired by work carried out by Tolpygo and Mashkevich, [  25  ,  26  ]  

who found that electrostatic potential can arise from inhomo-

geneous deformations of the lattice (i.e., acoustic and optical 

phonons) in homopolar crystals such as silicon, the concept of 

fl exoelectricity was fi rst introduced in the 1960s by Kogan. [  27  ]  

Originally, fl exoelectricity was thought to be a type of piezoelec-

tric effect, but the effect is different in the way that it is caused 

by the spatial derivative of strain, that is, by a strain gradient. 

Consequently, fl exoelectricity can be found in any crystalline 

material regardless of the atomic bonding confi guration. [  28  ,  29  ]  

The effect is schematically illustrated in  Figure    1  . As shown in 

Figure  1 a, when a free-standing slab of material is bent such 

that the upper part of the slab experiences tensile strain and 

the lower part undergoes compressive strain, a strain gradient 

is formed in the material which induces an electric polarization 

 P  parallel to the gradient direction. For an intuitive explana-

tion, the physics of the effect in hard materials can be visual-

ized by considering the case of an ionic crystal. [  30  ]  Consider the 

salt model illustrated in Figure  1 b. Due to the non-zero strain 

gradient in the bent crystal, the centers of gravity of the nega-

tive ions (large circles) and the positive ions (small circles) no 

longer coincide, which results in a non-zero net dipole moment 

in the directions indicated by the arrows.  

 In the most general case, a polarization can result from 

both fl exoelectric and piezoelectric effects. The total electric 

     Figure  1 .     The fl exoelectric effect: an electric polarization is induced by a 

non-zero strain gradient. a) When a slab of material with thickness  t  is bent, 

a non-zero strain gradient results due to compressive (red arrows) and ten-

sile (blue) strains, leading to a fl exoelectric-induced polarization  P . b) For 

an ionic crystal, a non-zero dipole moment results from a misalignment 

of the centers of gravities of the positive and negative ions. The arrows 

indicate the direction of the gradient-induced polarization. Panel b is repro-

duced with permission. [  30  ]  Copyright 2006, American Physical Society.  

Adv. Mater. 2013, 25, 946–974
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polarization,  P , induced by the two effects can most simply be 

described as:
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∂ε j k

∂xl   
(1)

   

where  d ijk  ,   s  jk  ,   m  ijkl  ,   e  jk  , and  x l   are the piezoelectric constant, 

applied stress, fl exoelectric constant, strain, and position 

coordinate, respectively. [  27  ,  31  ]  As indicated in  Equation 1 , the 

piezoelectric effect associates the mechanical stress with the 

polarization, while the fl exoelectric effect relates the strain gra-

dient to the polarization. The piezoelectric effect can only be 

observed in the 20 non-centrosymmetric crystal point groups, [  32  ]  

while the fl exoelectric effect can exist in all 32 point groups. 

That is,  d  is zero for all groups containing inversion symmetry. 

The universality of the fl exoelectric effect comes from the fact 

that inversion symmetry is disrupted by a strain gradient. [  33  ]  

Clever materials engineering can also lead to rational symmetry 

breakage, for example, in designing piezoelectric graphene. [  34  ]  

In centrosymmetric materials for which piezoelectric effects are 

absent,  Equation 1  simplifi es to:

 
Pi = µ i j kl
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 (2)

    

 The fl exoelectric effect in crystalline materials was further 

studied in the 1980s by Tagantsev. [  35  ,  36  ]  In Tagantsev’s phe-

nomenological studies, it was found that the fl exoelectric coef-

fi cient scales with the dielectric susceptibility of the material, 

according to
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where  e  is the electron charge and  a  is the lattice constant. 

According to a rigid ion model used in Tagantsev’s studies, 

several factors contributed to the induced response, including: 

(1) static bulk fl exoelectricity, (2) dynamic bulk fl exoelectricity, 

and (3) surface fl exoelectricity. However, Resta found that the 

dynamic contribution due to the long-wavelength phonons was 

found to be the same as the bulk contribution. [  29  ]  In addition, 

in Resta’s simple elemental cubic model, for centrosymmetric 

materials there is no surface contribution from the non-zero 

quadrupole moment associated with ions that reside in the thin 

surface layer, as suggested by Tagantsev. Yet, the existence of 

surface contributions in more complex crystals remains unclear. 

Nevertheless, it has been experimentally confi rmed that the 

fl exoelectric effect scales with dielectric susceptibility. [  33  ,  37  ,  38  ]  

 Despite being a more general phenomenon than piezoelec-

tricity, fl exoelectricity was not observed in crystalline materials 

until decades after its introduction in the 1960s. The reason 

can be understood by considering the following argument. 

For ordinary dielectric materials, the electromechanical cou-

pling of the fl exoelectric effect is   m   »  e/a   »  10 2  pC/m, while 

high-performance piezoelectric crystals such as lead zirconate 

titanate (PZT) and barium titanate (BT) possess piezoelectric 

coeffi cients on the order of 10 2  pC/N. [  39  ]  Qualitatively speaking, 

these coupling coeffi cients are of the same magnitude, but 

notice the difference in units. Without introducing permanent 

plastic deformation to a material—which are typically brittle 

crystals anyway—large strain gradients cannot be imparted in 

the macroscopic materials. By contrast, it is comparatively less 

 2.1. Mechanism of Flexoelectricity 

 Inspired by work carried out by Tolpygo and Mashkevich, [  25  ,  26  ]  

who found that electrostatic potential can arise from inhomo-

geneous deformations of the lattice (i.e., acoustic and optical 

phonons) in homopolar crystals such as silicon, the concept of 

fl exoelectricity was fi rst introduced in the 1960s by Kogan. [  27  ]  

Originally, fl exoelectricity was thought to be a type of piezoelec-

tric effect, but the effect is different in the way that it is caused 

by the spatial derivative of strain, that is, by a strain gradient. 

Consequently, fl exoelectricity can be found in any crystalline 

material regardless of the atomic bonding confi guration. [  28  ,  29  ]  

The effect is schematically illustrated in  Figure    1  . As shown in 

Figure  1 a, when a free-standing slab of material is bent such 

that the upper part of the slab experiences tensile strain and 

the lower part undergoes compressive strain, a strain gradient 

is formed in the material which induces an electric polarization 

 P  parallel to the gradient direction. For an intuitive explana-

tion, the physics of the effect in hard materials can be visual-

ized by considering the case of an ionic crystal. [  30  ]  Consider the 

salt model illustrated in Figure  1 b. Due to the non-zero strain 

gradient in the bent crystal, the centers of gravity of the nega-

tive ions (large circles) and the positive ions (small circles) no 

longer coincide, which results in a non-zero net dipole moment 

in the directions indicated by the arrows.  

 In the most general case, a polarization can result from 

both fl exoelectric and piezoelectric effects. The total electric 

     Figure  1 .     The fl exoelectric effect: an electric polarization is induced by a 

non-zero strain gradient. a) When a slab of material with thickness  t  is bent, 

a non-zero strain gradient results due to compressive (red arrows) and ten-

sile (blue) strains, leading to a fl exoelectric-induced polarization  P . b) For 

an ionic crystal, a non-zero dipole moment results from a misalignment 

of the centers of gravities of the positive and negative ions. The arrows 

indicate the direction of the gradient-induced polarization. Panel b is repro-

duced with permission. [  30  ]  Copyright 2006, American Physical Society.  

Adv. Mater. 2013, 25, 946–974



Engineering strain gradients

Flexoelectric Polarization

 Polar rotation

 Symmetry breaking

 Enhanced piezo-response

Lesser role of chemistry (more sustainable piezoelectrics)
Intrinsic nanoscale response

G. Catalan, BN et al., Nature Mat. (2011)
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S. Farokhipoor, BN et al. Nature (2014)

TbMnO3 on SrTiO3
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Memristive domain walls in ferroic oxides

076108-3 G. Lindgren and C. Canalias APL Mater. 5, 076108 (2017)

In order to further investigate the local conductance of our crystals, current-voltage (IV) curves

at different sweep-rates were acquired at the DWs and domains of opposite polarization.

Figure 2 shows five consecutive IV-curves for (a) DW, and (b) Ps" and (c) Ps# domains. The

curves were obtained by ramping the bias from 10 V to +10 V (“forward sweep”) and then back

from +10 V to 10 V (“backward sweep”) at a rate of 1 V/s, while the tip was kept at a fixed

position in the sample. The graphs have been compensated for the tip-sample capacitance and the

offset-current using the methods suggested by Rommel et al.:25 the offset between the forward- and

backward-sweeps was measured at low voltage over the full range of ramp-rates used at DWs and

domains. These measurements were used to calculate the capacitance contribution to the current

that was found to be approximately 1 pA V 1 s, at both domains and at the walls. As previously

seen, the conductivity is substantially higher at the DW than that at the domains. Both at the DW

and the domains, the IV-curves show rectifying behavior for the forward sweeps: the current is

very low while the bias is negative and increases exponentially when the bias becomes positive.

In the positive branch of the backward sweep, the current is higher at any given voltage than that

at the corresponding voltage during the forward sweep, giving rise to loop-opening. Moreover, the

conductivity shows activation/memristive-like behavior, increasing with the number of IV-curves.

Note that at negative bias, the current for the backward sweep is higher than for the forward one and

also increases with the number of cycles. For Ps#and DW, the negative current reaches its peak before

the bias reaches 10 V, whereas for Ps" , the peak occurs at 10 V. For all three cases, the current in

the negative direction is mostly present in the backward sweep and after a certain number of cycles.

This indicates that it is due to the partial relaxation of charges displaced during the positive bias. In

these experiments, Ps" shows slightly higher conductivity at +10 V for the first cycle than does Ps#,

contrary to what was observed in the biased scan of Fig. 1(c). At the 5th cycle, the current is again

higher at Ps#. This discrepancy could be explained by taking into account that while scanning, the

surface-response, related to the energy-gap difference, is the dominating effect. On the other hand,

during the IV-curves, the bulk displacement of ions is expected to play a greater role. The selective

accumulation of ions and defects at the surfaces has an impact on the work-function at the surface

and thus on the local conductivity.23 As these species move in the applied field, their redistribution

may modify the barrier-height, causing the memristive-like behavior and loop-opening. Macroscopic

studies in LiNbO3
26 have previously revealed a similar behavior. Still, effects coming from surface

contaminants or related to the quality of the tip-sample contact cannot be entirely ruled out.

Figure 3 shows the evolution of the current level at +10 V for several series of five consecutive

IV-curves, each series acquired at a different sweep-rate and in a different position, for (a) DW, (b) Ps#,

and (c) Ps" . The fact that the current depends on the sweep-rate clearly indicates that the conductivity

is due to ionic movement, as expected for KTP. At the DWs, there is conductivity-activation at all

sweep-rates; the final current increases substantially over the series of five cycles. For the domains,

the activation-behavior is different: for the fastest ramps (5.0 V/s and 2.0 V/s), there is practically

no current increase. For the slower ramps however, there is clear activation: the current increases by

4.5 times at 1.0 V/s and up to 20 times at 0.2 V/s. Note that the current tends to be higher at Ps" for

higher sweep-rates, while Ps# is more conductive for the lower rates. Interestingly, the effects of the

FIG. 2. Series of IV-curves acquired with a ramp-rate of 1.0 V/s at (a) DW, (b) Ps" -domain, (c) Ps#-domain. The grey dashes

mark the backward sweeps.

G. Lindgren & C. Canalias,

APL Materials 5, 076108 (2017)
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Why Adaptable electronics?

Image from http://wpmu.mah.se/nmict171group6/tag/big-data/
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Energy consumption Google (2011-2017)
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Cat or dog?

Effortless pattern recognition



Our brain needs  ~20 watt

Our computers 200.000 watt 



Our brain:

• Neurons host both 

storage and processing 

• Neurons are intertwined 

• Large connectivity 
1 neuron103-104 synapses

• Parallel processing 

• 1011 neurons

(redundancy)
• Plasticity learning

Von Neumann computers;

• Memory and processor are separated

• The bus uses most of the energy

• Information is handled sequentially



From learning software  to learning hardware

 Architectures based on adaptable electronics

 Elements with intrinsic plasticity

Memristive devices:

 Large interconnected network 
(nanoscience + statistics)

 Robustness against nanoscale failure (redundancy)

 Re-routing/Parallel processing 



Conduction AFM-map 
Memristive domain walls 
in ferroic oxides

Materials: Self-assembled nanoscale networks 

076108-3 G. Lindgren and C. Canalias APL Mater. 5, 076108 (2017)
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at different sweep-rates were acquired at the DWs and domains of opposite polarization.

Figure 2 shows five consecutive IV-curves for (a) DW, and (b) Ps" and (c) Ps# domains. The

curves were obtained by ramping the bias from 10 V to +10 V (“forward sweep”) and then back

from +10 V to 10 V (“backward sweep”) at a rate of 1 V/s, while the tip was kept at a fixed

position in the sample. The graphs have been compensated for the tip-sample capacitance and the

offset-current using the methods suggested by Rommel et al.:25 the offset between the forward- and
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very low while the bias is negative and increases exponentially when the bias becomes positive.
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at the corresponding voltage during the forward sweep, giving rise to loop-opening. Moreover, the

conductivity shows activation/memristive-like behavior, increasing with the number of IV-curves.

Note that at negative bias, the current for the backward sweep is higher than for the forward one and

also increases with the number of cycles. For Ps#and DW, the negative current reaches its peak before

the bias reaches 10 V, whereas for Ps" , the peak occurs at 10 V. For all three cases, the current in

the negative direction is mostly present in the backward sweep and after a certain number of cycles.

This indicates that it is due to the partial relaxation of charges displaced during the positive bias. In

these experiments, Ps" shows slightly higher conductivity at +10 V for the first cycle than does Ps#,

contrary to what was observed in the biased scan of Fig. 1(c). At the 5th cycle, the current is again

higher at Ps#. This discrepancy could be explained by taking into account that while scanning, the

surface-response, related to the energy-gap difference, is the dominating effect. On the other hand,

during the IV-curves, the bulk displacement of ions is expected to play a greater role. The selective

accumulation of ions and defects at the surfaces has an impact on the work-function at the surface

and thus on the local conductivity.23 As these species move in the applied field, their redistribution

may modify the barrier-height, causing the memristive-like behavior and loop-opening. Macroscopic

studies in LiNbO3
26 have previously revealed a similar behavior. Still, effects coming from surface

contaminants or related to the quality of the tip-sample contact cannot be entirely ruled out.

Figure 3 shows the evolution of the current level at +10 V for several series of five consecutive

IV-curves, each series acquired at a different sweep-rate and in a different position, for (a) DW, (b) Ps#,

and (c) Ps" . The fact that the current depends on the sweep-rate clearly indicates that the conductivity

is due to ionic movement, as expected for KTP. At the DWs, there is conductivity-activation at all

sweep-rates; the final current increases substantially over the series of five cycles. For the domains,

the activation-behavior is different: for the fastest ramps (5.0 V/s and 2.0 V/s), there is practically

no current increase. For the slower ramps however, there is clear activation: the current increases by
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mark the backward sweeps.

G. Lindgren & C. Canalias,

APL Materials 5, 076108 (2017)
Ferroelectric BiFeO3 thin films 

2 μm x 2 μm
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Sanne Berg & Beatriz Noheda In collaboration with Jin Xu & Katja Loos
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Self-assembled nanoscale networks 



Novel materials for neuromorphic computing

30pA

4µm  4µm

DWs can provide 
conducting 
networks that 
mimic synaptic 
connections
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Save the date: 

Sept. 19th, 2019. 

Where?: Zernike Institute for Advanced Materials, Nijenborgh 4, 9747 AG Groningen, Netherlands 

Why?: Workshop 

The power of aberration corrected transmission electron microscopy in materials science 

To celebrate the inauguration of our ZIAM electron microscopy center including: 

 Themis Z double aberration corrected and monochromated S/TEM 

 Helios G4 dual beam (FIB-SEM) system 

 Nova NanoSEM 

Confirmed invited speakers: 

Prof. Rafal Dunin-Borkowski (Jülich) 

Prof. Gertjan Koster (Twente) 

Prof. Beatriz Noheda (Groningen) 

Dr. Marcel Verheijen (Eindhoven) 

Dr. Marijn van Huis (Utrecht) 

Host: Prof. Bart J. Kooi (Groningen) 

A detailed program and registration options will follow soon. 

 

Groningen Microscopy Center



Conclusions

 Thin film epitaxy allows control of domain walls densities: 
miniaturization of FE and improved piezo

 Local stresses at domain  walls can lead to novel 2D materials: 
chemical environments that cannot be synthesized in bulk.

 In BiFeO3, domain walls provide networks of conducting
channels

 Combined resistive switching + ferroelectricity + magnetism: 
adaptable electronics for ‘neuromorphic/cognitive devices’

 Domain wall in ferroelectrics conform self-assembled 
memristor networks
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Computers and Data

Artificial Neural Networks


